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ABSTRACT
Lensless cameras have recently emerged as a compact imaging system based on computational imaging with various multiplexing capabilities.
Here, we propose a compact, low-cost, lensless camera that enables snapshot full-Stokes polarization imaging. While polarization imaging
provides additional contrast based on the birefringence and surface properties of the object, most polarization cameras require bulky hardware
or are limited to measuring only the linear polarization information. Our device, composed of a phase mask, a polarization-encoded aperture,
and a regular image sensor, performs compressed imaging to recover linear as well as circular polarization information of the scene from
single image capture. We demonstrate the full-Stokes imaging capabilities of our device and describe the image reconstruction and calibration
processes.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0120465

I. INTRODUCTION

Polarization cameras capture the polarization-dependent
intensity of the scene and provide information based on the bire-
fringence and surface properties of the object. It is widely used in
various imaging applications, such as target detection and segmen-
tation in remote sensing,1 microscopy,2 and in vivo imaging,3 and
to measure birefringence in crystalline or photoelastic materials.4,5

In polarimetry, the Stokes parameters (S0, S1, S2, and S3) are used
to describe the amount of total intensity (S0) and the intensities
of the linear (S1 and S2) and circular (S3) polarization states of
the incoming light. However, many polarization imaging systems
can only measure the first three (S0, S1, and S2) components, for
instance, by using commercial image sensors that have 0○, 45○,
90○, and 135○ linear polarizers (LPs) patterned on each pixel.6–8

Circularly polarized light is utilized in many imaging or display sys-
tems to overcome the directional-dependency of the linearly polar-
ized light, and also in specialized imaging applications, including
underwater9 and clinical imaging.10,11 Thus, the ability to measure
the intensity of the circularly polarized light is essential in order
to implement a fully sensitive, quantitative polarimetric imaging
system.12

For full-Stokes imaging polarimetry, at least four intensity mea-
surements with a proper combination of linear and circular polar-
ization channels are required. Using multiple detectors is one of
the possible approaches—for example, with four cameras aligned via
polarizing beam splitters13 or two linear-polarization cameras with
and without a quarter-wave plate (QWP).14 Division-of-time meth-
ods with a rotating retarder15 or fast-switching ferroelectric liquid
crystal polarizers16 on a single camera have also been demonstrated.
These methods typically require multiple detectors and/or dynamic
elements in the system, making the device bulky and expensive.

By contrast, a single-camera, snapshot full-Stokes polarization
imaging device with a lightweight and compact form-factor can
meet various polarization-sensitive imaging needs. Based on the
division-of-focal-plane method, compact full-Stokes image sensors
with polarization-sensitive superpixel designs have been fabricated,
for example, by multiplexing a layer of LPs and another layer of
retarders,17,18 or using a pixelated dielectric metasurface.19 Alter-
natively, division-of-aperture configurations remove the need for
micro- to nano-optical patterning; for example, Wollaston prisms
and a QWP placed in the Fourier plane of the imaging system,20,21 or
a light-field camera with LPs and a circular polarizer (CP) embedded
in front of the micro-lens array22 have successfully demonstrated
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single-shot full-stokes imaging without specially fabricated detec-
tors. Polarization-sensitive metalenses further reduce the size of the
imaging system by combining the focusing optics and polarization
filters into a single nano-optical component.23 In these snapshot
methods, the pixels are grouped into superpixels or the entire sen-
sor is divided to form multiple sub-images for each polarization
state, and, thus, the effective spatial resolution is reduced by the
number of polarization channels. Furthermore, detectors or optical
components used in these methods require specialized nanofabrica-
tion techniques, which may not be ideal for the cost-effective mass
fabrication of polarization cameras.

Recently, lensless computational cameras have emerged as a
compact, low-cost imaging system using light-modulating masks
instead of lenses.24–30 Among many configurations, lensless cameras
using phase-modulating masks are favored for their light collec-
tion efficiency and lower computational complexity, thanks to the
shift-invariant 2D point-spread functions (PSFs). The raw mea-
surements by the sensor are modeled using the convolution-based
forward imaging model and the images of the scenes are restora-
tion via optimization-based deconvolution processes29,30 or with
pre-trained deep neural networks.31–33 Among the advantages of
lensless cameras, we focus on their compressed-sensing capabilities;
for instance, the depth-dependent PSFs of the weak diffuser allows
for reconstructing 3D scenes from a single measurement.29 Various
single-shot, multiplexed imaging systems have also been demon-
strated using division-of-focal plane configurations, such as high-
speed imaging with rolling shutter image sensors,34 hyperspectral
imaging with multispectral image sensors,35 and linear polarization
imaging with LPs mounted on the image sensor.36

In this paper, we report on a low-cost, compact, single-shot,
full-Stokes polarization imaging device based on the mask-based
lensless computational camera in a division-of-aperture configura-
tion (Fig. 1). Our full-Stokes lensless polarization camera (FS-LPC)

is simply composed of a regular CMOS image sensor, a phase mask,
and a polarization-encoded aperture composed of off-the-shelf LPs
and a QWP and enables a snapshot full-Stokes polarimetry without
any moving parts or specialized detectors. In the following sections,
we describe the construction and the imaging process of the FS-LPC
prototype, as well as our calibration method for the acquisition of the
exact Stokes parameters of the scene. We also validate our method
using polarization target objects and polarization-sensitive scenes.

II. MATERIALS AND METHODS
A. Device construction

Our lensless camera is composed of a CMOS image sensor
(CIS), a phase mask, and a polarization-encoded aperture com-
posed of three LPs and a QWP [Fig. 2(a)]. In accordance with
the mask-based lensless imaging scheme,29,30 we use a transparent,
weak-diffuser film as the phase mask, which creates a pseudo-
random 2D PSF, placed in front of an image sensor. The phase
mask is fabricated with polydimethylsiloxane (PDMS) elastomer by
casting PDMS on a commercial diffuser (0.5○ Light Shaping Dif-
fuser Sheet, Luminit) via a simple soft-lithography process.37 The
casted PDMS-based phase mask does not have any birefringent
properties as opposed to the commercial polycarbonate film dif-
fusers, which may affect the polarization-dependent PSFs of the
FS-LPC (see Sec. S1 of the supplementary material). Below the phase
mask, we place a polarization-encoded aperture with 0○, 45○, and
90○ wire-grid LP films (No. 33-084, Edmund Optics) and a right-
handed circular polarizer (RHCP) made with a 45○ wire-grid LP and
a polymer-based QWP film (No. 88-253, Edmund Optics) with its
fast-axis oriented at 0○. The polarizers and the waveplate are care-
fully aligned such that there is no gap between each component and
the shift-invariance of the PSF is maintained [Fig. S2(b)]. The polar-
izer assembly is masked by a blackout aluminum tape to a square

FIG. 1. (a) Overview and schematic of the full-Stokes lensless polarization camera. Light reflected from every point in the object passes through the polarization-encoded
phase mask assembly in the lensless camera. (b) The captured raw image can be modeled as a summation of the 2D-convolutions between the polarization-dependent
PSFs and polarization-dependent intensity of the scene. (c) The captured unpolarized PSF is divided into four channels to generate polarization-encoded PSFs in the
calibration process. (d) The four polarization-dependent intensity images are reconstructed by computationally deconvolving the raw image with the PSF of the camera.
Based on the four intensity images, the Stokes parameters and the other polarization parameters, including DoP, AoLP, and EA, can be calculated.
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FIG. 2. (a) Configuration of the full-Stokes lensless polarization camera and (b)
photograph of the prototype device.

aperture of 3 × 3 mm2 with a total thickness of 240 μm. The size of
the aperture is designed in consideration of the lateral field-of-view
(FOV) of the camera (see supplementary material Sec. S2 for design
details). Combined with the PDMS phase mask, this aperture essen-
tially divides the phase mask into four sections and encodes each
polarization light coming from the scene with distinct PSF patterns
[Fig. 1(c)]. The phase mask creates a sharp, caustic PSF ∼6 mm from
the mask surface; so, we use a 3D-printed spacer to align and assem-
ble the polarization-encoded phase mask with a commercial image
sensor (IMX477, 12.3 M pixels, 1.55-μm pixel size, Sony). Figure 2(b)
shows our prototype device; the effective thickness of optics is
∼400 μm, and the total thickness of the device is 6.4 mm.

The polarization-dependent PSFs of the camera are measured
prior to imaging and used in the image reconstruction process. We
measured the PSF of the camera with unpolarized point source
illumination (a white LED, MCWHL7, Thorlabs, with a 75 μm-
pinhole) placed at the working distance (WD) of 40 cm from the
camera. Then, we spatially divided the unpolarized PSF into four
regions according to the position of the polarization-encoded aper-
tures, creating a four-channel stack of polarization-dependent PSFs
[Fig. 1(c)]. The measured PSFs show shift invariance in all three
dimensions, within the designed lateral imaging FOV of ∼45○ and
the axial range of the WD of 20–60 cm. The overall imaging FOV
and the spatial resolution of the camera are evaluated experimen-
tally (see Secs. S2 and S3 of the supplementary material). In short,
the camera can image an angular FOV of 47○ × 39○, and the mea-
sured two-point angular resolution, which represents the highest
achievable spatial resolution in our lensless camera, is 0.135○ for
the same polarization and 0.105○ for different (90○ LP and RHCP)
polarizations.

B. Image reconstruction
In lensless cameras using weak-diffuser phase masks, the imag-

ing forward model is formulated using a simple 2D convolution
between the scene and the PSF. In FS-LPC, the raw measurement
captured by the image sensor can be modeled as a summation of
2D-convolutions between the PSF of each polarization channel and
the intensity of the scene at the corresponding polarization. This

forward model can be expressed as b(x, y) = ∑jpj(x, y)∗v(x, y; j),
where b is the sensor’s measurement, pj is the PSF of the jth polar-
ization channel, v(x, y; j) is the polarization-sensitive intensities of
the scene, and ∗ denotes 2D convolution over (x, y). Using the
pre-measured PSF stack, the four polarization-dependent intensity
images can be recovered from a single snapshot measurement of b.
This multiplexed image reconstruction can be performed by solv-
ing the following minimization problem with the total variation
regularization38 and the non-negativity prior on the scene, v.

v̂ = argmin
v≥0

1
2

XXXXXXXXXXX
b −∑

j
pj ∗ vj

XXXXXXXXXXX

2

2

+ τ∥Ψ(v)∥1. (1)

Here, τ is the weight of total variation regularization in the spatial
domain. Equation (1) can be solved using optimization algorithms
such as alternating direction method of multipliers (ADMM).39 All
images are reconstructed using an ADMM-based reconstruction
algorithm with fine-tuning of the total variation regularizer, and
the reconstruction time for 507 × 380 × 4 images is up to 24 s
using Nvidia RTX3090 with Intel Xeon GOLD 6242 CPU under
Ubuntu 20.04.3 LTS. After image reconstruction, the Stokes para-
meter images and other polarization parameters, such as degree
of polarization (DoP), angle of linear polarization (AoLP), and
ellipticity angle (EA), were computed to visualize the polarization
information of the scene.

To test the full-Stokes imaging capabilities of our system, we
made custom polarization targets where six 30 × 30 mm2 polariz-
ing films were placed in front of bright, diffusely reflecting surfaces
[Fig. 3(a)]. The targets include four LP targets designed to have 0○,
45○, 90○, and 135○ LP and two CP targets with RHCP and LHCP,
made with linear and circular polarizing films (No. 14-344, No.
11-047, No. 88-084, Edmund Optics). For imaging, we illuminated
polarization targets with an unpolarized, white LED (MCWHL7,
Thorlabs) and captured the raw image in the sensor at the WD of
40 cm, as shown in Fig. 3(b). Figure 3(c) shows reconstructed inten-
sity images of the polarization target objects corresponding to the
intensities of the targets in 0○, 45○, 90○ LP and RHCP channels.
According to the arrangement of the polarizers in the aperture of the
lensless camera, the reconstructed pixel intensity values appear close
to 1 on the target objects with the same polarization as the channel,
while the objects with polarization perpendicular to the channel do
not appear in the image.

To convert the recovered intensity images into Stokes para-
meter images, we use the following Stokes intensity formula, which
represents the polarization-dependent intensity images according to
the angle of the polarizer (θ) and the phase delay (ϕ) of the retarder.

I(θ, ϕ) = 1
2
(S0 + S1 cos 2θ + S2 cos ϕ sin 2θ + S3 sin ϕ sin 2θ).

(2)
Specifically, I(θ, ϕ) is to represent pixel-wise intensities of the
restored 2D image stack v̂(x, y; j) from Eq. (1). From Eq. (2), the
0○, 45○, and 90○ LP, and RHCP intensities can be written as a sim-
ple, linear combination of Stokes parameters with θ = (0○, 45○, 90○,
and 45○) and ϕ = (0○, 0○, 0○, and 90○), respectively. Then, we can
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FIG. 3. Full-Stokes lensless polarization camera reconstruction process and the polarization target imaging results. (a) Polarization target objects consisted of two CPs and
four LPs. (b) Raw measurement captured by FS-LPC. (c) Recovered polarization-dependent intensity images of the target objects in (a). (d) Stokes parameter images of
the target objects. (e) DoP, AoLP, and EA images of the target objects.

define the ideal analysis matrix W that converts the four polarized
intensities, I, into the Stokes vector as S =WI, where

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1 0

1 0 −1 0

−1 2 −1 0

−1 0 −1 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

This conversion is applied on all pixels of the images to recon-
struct four Stokes parameter images as shown in Fig. 3(d). All Stokes
parameter images show high-contrast values between (+1 and −1),
highlighting a pair of perpendicular polarizers in each channel. Note
that the Stokes parameter images reveal unwanted fluctuations in
the background regions near the polarization objects that arise from
the image reconstruction artifacts that cause small errors in the
background regions (close to 0) of the intensity images. These recon-
struction artifacts are more evident in the polarization target images
because of the high contrast of the objects, and are less problematic
in real-object scenes, where the polarization-dependent features are
rather smooth.

From the calculated Stokes parameters, we can also compute
the DoP, AoLP, and EA using the formulas below:12

DoP =
√

S2
1 + S2

2 + S2
3

S0
,

AoLP = 1
2

tan−1(S2

S1
),

EA = 1
2

sin−1( S3

S0 +
√

S2
1 + S2

2

).

(4)

Specifically, DoP indicates the amount of polarization in the total
reflected intensity, AoLP specifies the azimuth angle of the linear
polarization, and EA indicates the degree and the direction of cir-
cular polarization. In Fig. 3(e), the DoP shows intensity close to +1
in all target objects, AoLP shows close to 45○, 90○, and −45○ values,

indicating the direction of each LP, and the EA shows+45○ and−45○

values, indicating the handedness of the CP targets.

C. Stokes parameter calibration
The ideal analysis matrix W in Eq. (3) is derived assuming that

the polarizers and the wave plates mounted in the cameras are ideal,
and each channel measures perfect intensity corresponding to the 0○,
45○, and 90○ LP or RHCP components of the scene. However, the
transmittance and the extinction coefficients of the polarizers and
the wave plates are not perfect, and, thus, the analysis matrix needs
to be calibrated in order to obtain the correct Stokes parameters of
the scene. In the imaging process, the ground-truth Stokes vector
of the scene, SGT, is modified by the polarizer assembly in the lens-
less camera to produce SLensless, the measured Stokes vector from our
lensless polarization camera. The polarization-modifying behavior
of the lensless camera can be expressed in terms of a Mueller matrix
of the FS-LPC, M, and can be written as SLensless =MSGT.

Instead of measuring each element of M of the polarizer assem-
bly, we calibrated the analysis matrix directly by finding the rela-
tionship between SGT and ILensless, the reconstructed intensity mea-
surements from our FS-LPC. Subsequently, the calibrated analysis
matrix W′ can be obtained as follows:

S GT =M−1S Lensless,

=M−1WI Lensless,

=W′I Lensless. (5)

Given the lack of an ideal polarization target with known SGT,
we calibrated our lensless polarization camera against a separate
lensed full-Stokes polarization imaging system using a commercial
polarization camera. A lensed polarization camera using a 5 MP
monochromatic polarization image sensor (Blackfly 3, FLIR) with a
C-Mount lens (TV Lens f = 16 mm, 1:1.4, Pentax) was used to image
the scene with and without a high-performance QWP (No. 88-198,
Edmund Optics) to measure what we consider as the ground-truth
Stokes parameter images of the scene. SGT is calculated based on
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the eight intensity measurements (θ = 0○, 45○, 90○, and 135○and
ϕ = 0○ and 90○) from the lensed polarization camera with an 8 × 4
ideal analysis matrix. At least four independent measurements of
SGT and ILensless are required in order to fit W′ from the measured
values. The six-target object in Fig. 3(a) was imaged with both sys-
tems to obtain six average SGT and ILensless values, from which we
find the calibrated analysis matrix W′ as below:

W′ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.1255 0.1495 1.0786 −0.1516

0.9878 −0.3806 −0.6567 0.2752

−0.8814 1.7652 −0.8986 0.0747

−1.1177 −0.0769 −0.6869 1.9497

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

Compared to the ideal analysis matrix W in Eq. (3), we can identify
some discrepancies in the element-wise values of the analysis matrix,
caused by the non-ideal polarization properties, possible misalign-
ment of the polarizers and the QWPs, and the cross-talk between
different polarization channels in our lensless camera. However,
using W′ for Stokes imaging corrects for the effect of these imper-
fections and produces calibrated Stokes parameters close to the
ground-truth values.

Using the calibrated analysis matrix, we verified the accuracy of
the Stokes parameter measurements using a separate set of images
of the rearranged polarization targets (Fig. 4). We compared the
calibrated Stokes parameter images, as well as the polarization para-
meter images, against the ground truth images measured with the
lensed camera. Images computed using the ideal analysis matrix
[Figs. 4(a) and 4(d)] and the calibrated analysis matrix [Figs. 4(b)
and 4(e)] are compared against the images taken with the ground-
truth polarization camera [Figs. 4(c) and 4(f)]. After the calibration,
the discrepancies between SGT and SLensless are reduced. For exam-
ple, 135○ LP and RHCP objects in the S1 images (marked with yellow
arrows in Fig. 4) are adjusted to have small positive S1 values similar
to the ground-truth Stokes parameters. S3 values of 90○ and 0○ LPs
(marked with green arrows in Fig. 4), as well as the EA values (black
arrows in Fig. 4), also become close to the ground-truth values. As
a result, the DoP, AoLP, and EA images show small adjustments,
as shown in Figs. 4(d)–4(f). Overall, the root mean square error

(RMSE) between SGT and SLensless was reduced from 0.12 to 0.078
before and after the calibration.

It is worth noting that the Stokes parameters measured with our
FS-LPC may not be perfect because SGT used in the calibration pro-
cess is also measured from a separate polarization imaging system,
which may also contain imperfections in its own measurements.
Repeating the above process with known, ideal polarization targets
(if available) or calibrating our measurement against another fully-
calibrated polarization imaging system can improve the accuracy of
our Stokes parameters. In addition, the reconstructed image quality,
as well as the accuracy of the Stokes parameters, will be dependent
on the amount of noise in the measurement and the amount of reg-
ularization applied in the reconstruction. The analysis on the effect
of noise and scene complexity on the Stokes parameter measure-
ment based on image simulations can be found in Sec. S5 of the
supplementary material.

III. IMAGING RESULTS
To demonstrate the capability of full-Stokes imaging, we per-

formed stress analysis of a 50-mm-diameter, plastic petri dish
(Fig. 5). Injection-molded plastics show unequal stress distribu-
tion, and the disparity in the amount of stress shows different
phase delays across the object. This phase delay causes the transi-
tion of polarization states and can generate additional contrast upon
polarization-sensitive imaging. We placed a petri dish in front of a
135○, linearly polarized back-illumination composed of a white LED
panel (Advanced Illumination) and a linear polarizer [Fig. 5(a)].
Considering the imaging FOV and the working distance range of
our FS-LPC (see supplementary material Secs. S2 and S4), the petri
dish was imaged at the working distance of 40 cm from the camera.
After reconstruction of the intensity images, we used the calibrated
analysis matrix to compute the Stokes images and the polarization
parameters. For comparison, we also imaged the same object with
the lensed polarization camera.

The reconstructed intensity images and the Stokes parameter
images show the stress distribution in the plastic dish [Figs. 5(d)
and 5(e)], and the ground-truth Stokes parameters from the lensed
camera are shown for comparison [Fig. 5(f)]. Specifically, S1 and S2
images show stress concentrated in the top area of the dish and its

FIG. 4. Calibration of the polarization target object images. [(a)–(c)] Stokes parameters before (a) and after the calibration (b), compared against the ground-truth Stokes
images (c). [(d)–(f)] DoP, AoLP, and EA images before (d) and after the calibration (e), and the ground-truth images (f).
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FIG. 5. Photoelasticity imaging of a polystyrene petri dish. (a) Regular photograph of the dish with 135○ LP back-illumination. (b) Unpolarized 2D PSF of the camera, which
is divided into four polarization-dependent PSFs for image reconstruction. (c) The raw image of the scene captured by our lensless camera. (d) Reconstructed intensity
images of the object. (e) The Stokes, DoP, AoLP, and EA images from our FS-LPC. (f) The ground-truth images from the lensed polarization camera for comparison.

angular information, by the amount of change in linear polarization
due to the phase delay. The 135○ LP back-illumination outside the
petri dish shows negative S2 values, while S2 and S3 images of the
dish also show some stress distributions along the rim of the dish.
The calculated AoLP plot shows continuous angle transitions due to
the stress distribution in the dish in lensless, as well as lensed, images
[Figs. 5(e) and 5(f)]. We noticed that there is a small discrepancy in
the overall baseline level of the S3 images between our system and
the ground-truth camera, which results in more significant errors in
the EA images. These discrepancies suggest that while our calibrated
analysis matrix W′ was derived to minimize the overall error in the
Stokes parameters of the polarization targets, it may not be per-
fect and may show more significant errors for specific polarization
states.

We also captured a more complex scene consisting of multiple
polarizing objects, including a stuffed animal, a pair of 3D glasses,
and an LCD screen (iPad Pro 11′′, Apple) placed at the WD of
∼40 cm, as shown in Fig. 6(a). We used the LCD display as the
polarized back illumination for the 3D glasses, with another front-
illuminating light source of a white LED (MCWHL7, Thorlabs).
Figure 6(b) is the raw color measurement from our lensless polar-
ization camera. As we use a regular, commercial color CMOS image
sensor for our FS-LPC, we can reconstruct the polarization images
in each color channel to form color intensity images [Fig. 6(c)], as
well as color-dependent Stokes parameter images (see Sec. S7 of the
supplementary material). The overall color image in Fig. 6(c) is made
from S0 images recovered from the red, green, and blue channels,
showing the color of the stuffed animal and the screen. The LCD
screen shows positive S1 and negative S3 values, indicating that the
screen has left-handed elliptical polarization, with the major axis
close to 0○. The measured S3 and EA values show close to +45○ in the
RHCP lens and −45○ in the LHCP lens of the 3D glasses. The stuffed
animal in the scene is expected to show low DoP values, owing
to the diffuse reflection of the unpolarized illumination, but the

reconstruction artifact on the lower left part of the IRHCP image
caused errors in the bottom half of the object.

Taking advantage of the single-shot multiplexed imaging
capabilities, we can also capture the images at a video-rate of

FIG. 6. (a) Regular photograph of the object composed of a doll, a pair of 3D
glasses, and an LCD screen. (b) The raw measurement captured by the FS-LPC in
color. (c) Reconstructed color image of the scene from S0 images from each color
channel. (d) Reconstructed polarization intensity images. (e) The Stokes para-
meter images from our lensless polarization camera. (f) DoP, AoLP, and EA from
the lensless polarization camera.
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FIG. 7. (a) Photograph of experimental settings; a transparent smartphone case
in front of a 135○ LP back-illumination was imaged with our FS-LPC at the WD
of 30 cm. (b) The raw measurement (frame No. 53) from video sequence cap-
tured by FS-LPC. (c) Stokes parameters and AoLP and EA from frame No. 53 of
visualization 1.

the camera, to perform full-Stokes imaging of dynamic objects
(Fig. 7). For demonstration, we imaged a transparent, thermoplas-
tic, polyurethane smartphone case (75, 150 mm, thickness: 1.3 mm),
placed in front of a 135○ LP illumination, being pressed by a clamp.
The polymeric films used in the smartphone case show dynamic
birefringence properties under changing mechanical stress, and our
FS-LPC is able to capture these changes in video-rate. For data acqui-
sition, we captured the raw measurement for the duration of 10 s at
7 fps, which is the highest frame rate currently supported by our
image sensor. Because our method uses a single measurement for
four-channel images, the capturing frame rate of the raw measure-
ments is merely determined by the frame rate of the image sensor
and can exceed 30 fps by using a more advanced capture board.
However, since we have not optimized our reconstruction algorithm
for video processing, fast or real-time reconstruction is currently
not available. The polarization-sensitive intensity images and the
Stokes parameter images were reconstructed frame-by-frame after
capturing the images and then were compiled into a video file (see
visualization 1 in the supplementary material). For real-time, video-
rate full Stokes imaging, we believe that the deep-learning-based
reconstruction33 should eventually be used instead of the iterative
optimization-based reconstruction, which is slow in nature.

IV. DISCUSSION AND CONCLUSIONS
In this work, we demonstrated a mask-based, lensless polar-

ization camera that enables single-shot full-Stokes imaging with
compact, low-cost hardware. Our device captures the polarization
information of a scene in a single measurement and relies on the
computational image reconstruction algorithm to reconstruct the
multiplexed information of the scene. The polarization-encoded

phase mask for the lensless imaging is simply constructed using
the off-the-shelf components without any specialized fabrication
methods, and it enables polarization-sensitive measurement with a
regular, commercial CMOS image sensor. With this simple hard-
ware configuration, we have implemented the full-Stokes imaging
that can quantitatively measure the accurate Stokes parameters of
the scene, as demonstrated by our polarization-target experiments
and the calibration processes. We further showed the imaging per-
formance of our device by imaging various polarization-sensitive
objects and investigated the Stokes parameters and the DoP, AoLP,
and EA of the scenes.

Our FS-LPC encompasses the general benefits of the lens-
less imaging systems in terms of cost, form factor, scalability, and
the ability for compressive imaging.40 By removing the lenses and
encoding polarization information at the aperture plane, the size and
cost of the polarization camera have been substantially reduced. In
particular, our system utilizes low-cost off-the-shelf polarizer films
and does not require any specialized detectors, such as polarization-
sensitive CMOS image sensors7 with wire-grid polarizers deposited
on each pixel. Furthermore, the entire imaging system can poten-
tially be produced at scale using conventional semiconductor fabri-
cation technologies. The cost-effectiveness of our FS-LPC consider-
ably improves the possibility of using polarization imaging for object
detection in a wide range of systems, including mobile devices,
autonomous vehicles, and surveillance cameras. Our current device
has a total track length (TTL) of 6.4 mm, which, to our knowl-
edge, is the smallest among the reported full-Stokes imaging devices,
and it can be further reduced by using a phase mask with shorter
focal lengths. This is particularly advantageous with image sensors
with large pixel resolutions, because TTL in lensless cameras does
not depend on the size of the image sensor, as opposed to regular
lensed cameras, which typically require the optics to scale with the
sensor size. Furthermore, while conventional, single-shot polariza-
tion cameras using division-of-focal-plane or division-of-aperture
approaches typically reduce the pixel resolution of the detector and
the final optical resolution by the number of channels measured in
the system, the compressive imaging capabilities41 of our FS-LPC
can potentially avoid sacrificing the pixel resolution and improve
the space-bandwidth product of the final images with a proper set
of priors.

Despite the advantages listed above, lensless imaging is highly
dependent on computational power to solve the optimization prob-
lem shown in Eq. (1), and the final quality of the images and the
space-bandwidth product do not yet surpass those of lensed cam-
eras. As the model solves an ill-posed optimization problem to
reconstruct three-dimensional data from a single 2D measurement,
the reconstruction is highly dependent on the SNR of the measure-
ment, as well as the type and the amount of regularization, and the
reconstruction may include unwanted artifacts that can affect the
accuracy of the Stokes parameters. Additionally, imaging perfor-
mance is highly dependent on the angular extent and the complexity
of the scene, where the small and simple scenes tend to produce
high-contrast images with less artifacts. Furthermore, the forward
model used in the reconstruction process does not perfectly rep-
resent the real physical imaging processes; for example, the PSFs
become shift-variant at high incident angles, and the detector is not
perfectly linear. Other sources of model mismatch, such as unwanted
backgrounds, stray light, or excess detector noises, can also result in
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reconstruction artifacts. The total time required for reconstruction
is of the order of seconds to minutes, depending on the computing
resources, and will further increase with the size of the images and
the complexity of the scene.

To overcome the current limitations of lensless polarization
imaging, optimization of the imaging hardware, as well as a more
advanced image reconstruction algorithm, is needed. The lensless
camera hardware can be further improved to produce PSF patterns
with low background intensity, sharp features, and high contrast,
as well as more robust shift-invariant properties, to achieve higher
image quality under a limited bit-depth of the detector. In addi-
tion, polarization-sensitive phase masks can be specifically designed
and fabricated for lensless imaging using nanofabrication technolo-
gies. In terms of image reconstruction algorithms, the limitations of
the model-based iterative algorithms are currently being addressed
using deep-learning-based reconstruction methods,31–33,42–46 where
superior image quality and faster reconstruction have been achieved
for regular lensless cameras. Carefully designed reconstruction net-
works can consider more complex forward models, such as shift-
variant PSFs,46 or do not even require a forward model at all,33 and,
also, can utilize data-driven priors to enhance the image quality.31

Our FS-LPC can also utilize a designated deep-learning network for
image reconstruction, trained with a combination of a simulated and
experimental dataset, to effectively utilize the polarization-channel
priors of the full-Stokes images of realistic scenes for specific use
cases. With improved hardware and reconstruction methods, we
expect that our compact lensless polarization camera can be widely
used for real-time inspection and object-detection applications in
various settings.

SUPPLEMENTARY MATERIAL

See the supplementary material for the birefringence analysis of
the PDMS diffuser, shift invariance of PSFs, imaging performance of
the FS-LPC about FOV and angular resolution, noise, and sparsity
analysis, shift-invariance of PSFs at different working distances, the
color-dependent Stokes parameter images, and the comparison table
about recently developed, snapshot full-Stokes polarization cameras.
Also, see visualization 1 for the video-rate full-Stokes imaging of the
transparent, polyurethane smartphone case.
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